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1 .IN.TRODUCTION~

This scientific report describes the research activities at the

Center for Reliable Computing (CRC), S-inford University Computer

Systems Laboratory, during the period May 1, 1979 to October 31, 1980.

The principal research results described are:

1. Statistical study of system utilization and failures at-

Stanford Linear Accelerator Center (SLAC) Computer Facility.'

2. A statistical approach towards modeling uncertainty in

system reliability due to uncertainty in failure rate estimation.'

3. Consistency checking for generating reliable designs.

4I. Testability considerations in digital system design.

In section 2 we summarize the important results in each of the

above problem areas.

2 REEfARCH DEITION

2.1 Computer Reliability and Effect 9nUiizto

A broad-based survey of techniques for building reliable

computing systems was presented in [McCluskey, 19803. Various methods

for providing specific types of fault tolerance were discussed. The

types of malfunctions in a computer system and the possible responses

to these malfunctions were described. A critical review of techniques

for obtaining these responses was also made.

(Miller, 1979) presented a taxonomy of fault-tolerant



techniques. The paper placed the many classes of fault-tolerant

techniques in a hierarchy ordered by technical characteristics. Such

an approach provides a basis for presenting and comparing the

techniques in a logical manner.

Major effort was concentrated on the study of failures and

system load. Two large computer complexes at Stanford University have

reliability data available for study. Fortunately, SLAC (the Stanford

Linear Accelerator Center) and CIT (the Center for Information

Technology) are functionally similar and are composed of similar

equipment. This makes direct comparison of study results possible.

The physical system organizations, both component interconnection and

component redundancy, are quite different. The workload and levels of

utilization vary consideraLy between the two installations.

The availability of both human-collected and machine-recorded

failure data, along with corresponding load/performance data provides a

unique opportunity to study the effect of utilization levels on

component and system failures.

Initial work was built upon prior research at CRC [Beaudry,

1979) which was concerned with the relationships between time-of-day

and various types of failures at the SLAC triplex. The time-of-day

aspect of failure modeling aroused interest in the overall profile of

system load:

Prior to an investigation of load, an independent analysis of

the failure data was performed. Gross measures of MTBF, MTTR, and
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system availability were computed for important categories of failure.4

In particular, hardware, software, operator-induced, and

utility/facility failures were separately analyzed both for component-

only and system outages. The results were reported in (Butner,-1980aJ.

A preliminary search for available load/performance data

indicated an enormous quantity of SMF (IBM System Management Facility)

raw data. An entire high-density 24t00-foot magnetic tape contains

approximately 2~4 days of these highly detailed SMF records. By

contrast, the total SLAC failures amount to only 5-6 per day (1500-2000

per year). Thus, an early challenge was to meaningfully reduce the

voluminous performance data in order to allow direct manipulation and

comparison with a year of failure data.

The performance data is collected automatically by the IBM

system software. There are approximately 50 different types of SMF

data. The data contain information on the initiation, processing, and

termination of jobs, on batch streams, on interactive user sessions,

and on other important events. Initially, the "Job step" record was

selected for processing. This record corresponds one-to-one to an

executed batch user job step. The record includes CPU time, step-

elapsed time, I/0 counts by device, paging, and other performance and

accounting data. From this record four data elements were chosen for

study:

o PAGING --- the sum of page-ins and page-outs for the step.

" EXCPS -- the sum of all 1/0~ initfations for the step.

o CPU ---- the central processor time used for the step.

IL t



o HOUR --- the hour of the day during which the job started.

Job steps which were never executed and those corresponding to

continuously-running system jobs (e.g. WYLBUR) were discarded.

From the reduced data, four "virtual day" load profiles were

formed. The four load measures were job steps executed per hour,

paging rate per hour, user CPU time per hour, and 1/O starts per hour.

The virtual day profiles depicted the average valqe of each load

measure for each hour of the day. The profiles were statistically

compared with average failure rates by hour. Final results of

regression and analysis of variance were presented at FTCS-1O [Butner,

1980b).

Other reliability work was devoted to a very important (though

much neglected) practical problem in reliability prediction. This is

the study of the effect of uncertainty in failure rate estimation on

syste, reliability. The problem is particularly acute in ultra-

reliable systems where, failures are low and hence, the uncertainty in

estimation is high. Two approaches to modeling this phenomenon were

developed: the first exact and the second approximate. The usefulness

of such models was illustrated using real, manufacturer provided, data

on system failures. The results were presented at FTCS-10 [Iyer,

1980).

2.2 Consistency Checking

A crucial requirement in the design of high reliability multi-
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processor systems, was the maintenance of consistency among processing

units. In particular, consistency concerning their concept of time

(affecting synchronization), their output (affecting reliable

performance), and their concept of the integrity of the whole system

(affecttng reliable reconfiguration).

Some recent systems have chosen to solve the consistency

problem in software algorithms, (as in Pluribus and SIFT), in order to

allow themselves more flexibility and lower hardware costs. However,

several advantages are offered by hardware implementations, such as

efficiency and greater testability.

The design of the Consistency Unit (CU) [Fu, 1980a] was a

demonstration of the concept of implementing a fault-tolerant algorithm

in hardware using Very Large-Scale Integrated (VLSI) circuit

techniques. This unit acts as an intelligent inter-processor bus

interface in a four-processor system in such a way that any failure in

a single processor and its associated bus cannot affect the consistency

of the data exchanged among the remaining processors.

The actual design of the integrated circuit was carried out,

implementing a CU for 4-bit words in an NMOS chip of about 100 mil

square. This integrated circuit is also fully testable, due mainly to

the structure of its design. The contents of all of its registers can

be observed'and the combinational part of the circuit is also directly

testable.

An extended design of the CU is the Communication Interface
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(CI) [Fu, 1980b]. The communication structure is regarded as being most

critical in a fault-tolerant, multi-computer computer environment. The

CI takes into acnount some practical problems in ultra-reliable

systems. Specifically, the aspects of fault detection and concurrently

testable hardware are addressed. In addition, the CI reports a

Consistent Communication Matrix (CCM) of values for its associated

processor to evaluate the integrity of the communication system as a

whole.

The concept of implementing these fault-tolerant algorithms in

hardware is not restricted by the designs of particular circuits.

Applications could be made in new computer architectures; one candidate

is the data-flow multiprocessor, which shares some architectural

similarities with the CI.

Thus, the CI provides the means to generate a fault-tolerant

multiprocessor system in which consistency among processors for

critical functions are guaranteed. The merit of consistency is the

independence of any assumptions on the possible faults that may occur,

as long as they exist in a limited number of processor modules.

2.3 Testability Considerations in Design

With the advent of VLSI technology, testability considerations

are assuming an ever increasing role in circuit design. [McCluskey,

1979b] presented a survey of techniques for testing of digital systems

as well as methods for the design of easily testable systems; an
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extensive bibliography was also included. In addition [Hayes, 1979;

1980), discussed testability considerations in microprocessor-based

design. General issues relating to testability, testing methods and

fault modeling were presented. In addition, specific techniques for

testable design of micro-processor based systems were also discussed.

A new technique for designing easily testable sequential

machines with an arbitrary number of inputs was proposed in [Pradhan,

1980]. The design was shown to be optimal with respect to the length

of transfer and distinguishing sequences. An efficient checking

sequence for fault detection for the proposed design was also

presented.
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[Beaudry, 1980] Beaudry, M.D., "Stochastic Behavior of Failures in
Computing Systems," Tech. Note No. 172, Computer Systems Laboratory,
Stanford University, Stanford, California, February 1980.

[Beaudry, 1979] Beaudry, M.D., "A Statistical Analysis of failures in
the SLAC Computing Center," Digest of Papers. Spring COMPCON 79, pp.

49-52, San Francisco, California, February 26 - March 1, 1979.

[Butner, 1980a] Butner, S.E. and R.K. Iyer, "A Statistical Study of
Reliability and System Load at SLAC," Tech. Rpt. No. 188, Computer
Systems Laboratory, Stanford University, Stanford, California, January
1980.

[Butner, 1980b] Butner, S.E. and R.K. Iyer, "A Statistical Study of
Reliability and System Load at SLAC," 10th Annual Symposium on Fault-
Tolerant Computing (FTCS-10), pp. 207-209, Kyoto, Japan, October 1-3,
1980.

[CRC, 1980] Center for Reliable Computing, "10th Annual International
Symposium on Falt-Tolerant Computing Preprints," Tech. Note No. 177,
Computer Systems Laboratory, Stanford University, Stanford, California,
June*1980.

7
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(FTCS-IO), pp.363-368, Kyoto, Japan, October 1-3, 1980.
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March 1980; reprinted in Tutorial: Microcomputer Sy Software ai
Languages, Belton E. Allen, editor, IEEE Catalog No. EHO 171i-%
Library of Congress No. 80-84352, 1980.

[Iyer, 1980) Iyer, R.K., "A Study of the Effect of Uncertainty
Failure Rate Prediction on System Reliability," 10th Annual Svmoosiu-
on Fault-Tolerant Computing (FTCS-10), pp. 219-224, Kyoto, Japan,
October 1-3, 1980.

[Khodadad, 1980) Khodadad-M, B., "Break Faults in Circuits with Parity
Prediction," Tech. Note No. 183, Computer Systems Laboratory, Stanford
University, Stanford, California, December 1980.

[Khodadad, 1979) Khodadad-M, B., "Parity Prediction in Combinational
Circuits," Proc.. Ninth Annual Symposium on Fault-Tolerant Computing
(FTCS-9, pp. 185-188, Madison, Wisconsin, June 20-22, 1979.

[McCluskey, 1980a] McCluskey, E.J., "Reliable Computing Systems," Tech.
Note No. 182, Computer Systems Laboraory, Stanford University,
Stanford, California, October 1980.

[McCluskey, 1980b] McCluskey, E.J., "Reliable Computing Systems,"
Technical Note No. 182, Computer Systems Laboratory, Stanford
University, Stanford, California, October 1980.

[McCluskey, 1979a] McCluskey, E.J., "Designing with PLA's," Pr
Thirteenth Annual Asilomar Conference on Circuits. Systems. and
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(McCluskey, 1979c] McCluskey, E.J., "Testing and Diagnosis of Logic,"
Proc.. Euro/IFIP _9, P.A. Samet, Editor, London, England, September 25-
28, 1979; North-Holland Publishing Company, Oxford, England, 1979.

[Miller, 19793 Miller, D.H., "A Taxomony of Fault-Tolerant Techniques,"
Tech. Note No. 175, Computer Systems Laboratory, Stanford University,
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[Pradhan, 1980] Pradhan, D.K., "Design of Easily Testable Sequential
Machines Using Extra Inputs," Tech. Note No. 173, Computer Systems
Laboratory, Stanford University, Stanford, California, January 1980.

4 MEETINGS

In addition to publishing scientific articles, CRC personnel
participated in the following technical conferences and meetings:

1. Ninth Annual Fault-Tolerant Computing Symposium (FTCS-9), Madison,
Wisconsin, June 20-22, 1979, attended by E.J. McCluskey and Behzad
Khodadad.

2. AIAA Computers in Aerospace Conference II, Los Angeles, California,

October 22-24, 1979, attended by E.J. McCluskey.

3. Asilomar Conference on Circuits, Systems and Computers, Pacific
Grove, California, November 5-7, 1979, attended by E.J. McCluskey.

4. COMPCON Spring 80, San Francisco, California, February 25-28, 1980,
attended by E.J. McCluskey.

5. Workshop on Fault Tolerant VLSI Design, Santa Monica, California,

April 23-25, 1980, attended by E.J. McCluskey.

6. IEEE Workshop on Design for Testability, Boulder, Colorado, April
16-17, 1980, attended by E.J. McCluskey.

7. Computer Elements Committee Workshop, Vail, Colorado, June 22-25,
1980, attended by E.J. McCluskey.

8. 10th Annual Fault-Tolerant Computing Symposium, Kyoto, Japan,
October 1-3; 1980, attended by E.J. McCluskey, P.L. Fu, R.K. Iyer and
D.J. Lu.
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tolerance, transient errors).
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queues).

In Australia sections of this work were supported by Telecom Australia,
The Radio Research Board, The Electrical Research Board and The Queensland
Electrical Authorities Research Committee.

in Norway the research was supported by The Niorwegian Telecommunications

Administration Research Establishment.

Brief descriptions of the problems investigated in each of the above

areas appears below:

A. (1) Reliability Modelirg, Fault Tolerance.

a) Opti:ma! reliability design of series-parallel systems (2].

b) Eva!.:ti- n and optimization of the reliability of complex
structures [111 [5).
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c) Fault tolcmt configurations [15].

d) Study of the effect of uncertainty in failure rate prediction
on the reliability and performance of fault tolerant sytems [18).

(2) Transient Error Analysis

a) An analytical model for the transient error generation
process (14].

b) Optimal allocation of check-points and rollback intervals [14].

C3) Prediction of Software Reliability

a) Development of a finite sampling model.

b) A Bayesian approach to failure rate estimation.

B. (1) Performance Studies.

a) Statistical analysis of system load and failures at the
Stanford Linear accelerator Computer multiprocessor) (18].

b) Analysis of system behaviour due to variations in system
component qualities (grades or tolerances) [1), [6).

c) Intermittent failures; effect on performance: Development
of a shock model.

(2) Approximate Techniques for tne Analysis of Feedback and Priority
Queues in Computer Systems.

A job/task graph formulation has been proposed to describe te
workload on a system. Three approaches to generating approximating
solutions are being studied and their goodness tested by simulation [16).

a) Piece-wise models

b) A modified Taylor approximation model.

c) A state dependent level crossing formulation.

(3) Study of Overflow Streams [10).

(41) A M ultiservcr Model for a Metropolitan Tclephone Network (8].
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